Chapter 1

Derivation of the EKF and of the UKF
from the affine LS(Q) estimator

In the case of non linear systems, p(zj|u*~1,»*~1) and p(zx|u*~!,y*) are no longer Gaussian and

several approaches can be used to approximate them, ranging from methods relying on a Gaussian
fitting of these pdf, like the EKF and the UKF (often called parametric methods'), to others (often
denoted as non parametric filters) like the Histogram filter (HF) or the Particle filter (PF). While the
first approaches only provide an approximation of the expected value of x, and of its covariance matrix,
HF and PF determine a numerical approximation of the complete pdf. Notice that the knowledge of
only the expected value and the covariance matrix can be misleading in some cases where, e.g. the pdf
is bimodal (see Fig. 1.1). However, the parametric approximations are usually much more efficient
from a computational point of view, and so it is of interest to derive them.
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Figure 1.1: Approximating a generic pdf p(x,y) with its mean and covariance is not always a good
choice, especially if the pdf is not unimodal (‘+’ = mean of the pdf, red ellipse = covariance, blue
dots = approximation of the pdf through a PF)

At this regard, let’s give a look to the steps necessary to obtain the optimal estimator in the
LSQ (Least SQuares) sense in this case. As we will see, we will simplify the problem by adopting in

! Actually, the EKF and the UKF do not make any explicit Gaussian assumption on the pdf but only offer a tool
to compute the mean and the covariance of the state of a system along its evolution. For simplicity, since mean and
covariance completely characterize a Gaussian pdf, we will say that these approaches perform a Gaussian fitting of the
true pdf.
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the correction step an estimation affine in the measurements (while the LSQ estimator is in general
non linear). Under this restriction, it is possible to derive the recursive equations of the affine LSQ
estimator (which is an estimator which manipulates linearly the measurements).

The practical implementation of these equations can be accomplished in different ways: (i) using
a linearization of the non linearities, and we obtain the Extended Kalman Filter (EKF); (ii) using
a different approximation called the Unscented Transformation, and we get the Unscented Kalman
Filter (UKF).

In this section we will first derive the recursive equations of the affine LSQ estimator and then
present its two approximate implementations: the EKF and the UKF2,

1.1 The affine LSQ estimator for general systems
Consider a system

rp = f(@p—1,Uk—1,Wk_1)
ye = h(zk) + g

where wy and vg are noise sequences, assumed w.l.o.g. 0 mean, and we have considered a simple
dependence of the measurement on the noise v, being very common in practical settings. Let Qi and
R;. be the covariance matrices associated with wy and v respectively and assume also independence
of these sequences as in the linear case: i.e. we have i.i.d. sequences, independent of each other and
independent of the initial state x(, assumed a random variable with expected value mg and covariance
matrix Py (the Gaussianity of the noises and of the initial state however is no longer required here).

Let z € R" and y € RY. Then the affine LSQ estimator is the following recursive filter (initialized
with .i'() = my and PO = E[(.%'() — mo)(.%'() — mo)/]):

prediction : 2, = E[f(xp—1,ur—1,wr-1)] (1.1)

Py = El(wg —ap)(xr — 2] (1.2)

correction : Ty = I, + Emy,kzi}ﬂ(yk — Elh(x)]) (1.3)

P, = P - zwy,kzi,ﬁzym,k (1.4)

where Xy x = El(yx — Elyr]) (yr — Elyr])'] and 3y, . = Sy r = El(zr — Elzx]) (yk — Elyx])’], and all

the expectations are taken w.r.t. the random variables in the arguments, with yx = h(zx) + v (see
below for more details).

1.1.1 The prediction step

We now derive the equations (1.1)-(1.2) of the Prediction step. To have a LSQ estimator, we must
take:

T, = argmginE[(f —xp)'(§ — xp)] = argmginE[(ﬁ — f(@p—1, up—1, wp—1)) (€ = f(Tp—1, Uup—1, wx—1))],

where the expectation is taken w.r.t. the independent random variables zj_1 and wy_; (i.e. according
to the pdf p(xg_q|uf~2,%=1) of 2;_; and to p(wy_1)). We have already shown that the solution of
the previous equation is £ = E[f(zk—1,uk—1,wg—1)]. In fact, let for brevity f = f(zr_1, ur—1, Wr_1)-
Then, any other ¢ = E[f] + g, where g is a deterministic vector (function of u*~! and of y*~1), would
give

E[§— 1) =Ef - Ef)(f-EfD+4d9

Tt is worth mentioning that in the case of linear systems with non Gaussian noises, the Kalman Filter remains
optimal in the LSQ sense among affine estimators: its equations in fact result from the application of the LSQ estimator
presented in Section 1.1 to the linear case. This will be also mentioned at the beginning of Section 1.2.
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which is minimized by g = 0 (E[(f — E[f])'(f — E[f])] is a quantity which only depends on the process
and can not be influenced by the choice of ). So, we have:

Ty = E[f(zp—1,up—1, wr—1)]

The covariance matrix is then given by:
Py = Bl(x — &) (z — &) ] = E[(f = E[f)(f - E[f])'].

1.1.2 The correction step

Before deriving the equations of the correction step of the affine LSQ estimator, let’s consider the case
we have a random vector z, with pdf p(z), mean m, and covariance matrix P,. Assume we are given
a measurement y = h(x) + v of z, where v is a 0-mean noise, independent of x.

We know that the optimal estimation in the LSQ sense of x given y is Z, = E[z|y]. Usually it
is not possible to derive a closed form expression for this quantity and so we only look for an affine
estimator £ = Ay + b, for some optimal A and b. So we look for an estimator:

=AYy +b"
where A* € R"*? and b* € R™ are the values of A and b minimizing:
Jisq = El(z — 2)/(z — 2)] = Eltr{(z — 2)(z — 2)}] = tr{E[(z — 2)(z — 2)']}

= tr{E[(z — Ay — b)(z — Ay - )]} (1.5)

The expectation is taken w.r.t. the random variables x and v (v is the noise in the measurement).
In fact, since we are assuming that it is too difficult to compute the expectation of x given y, we
determine A and b which minimize the expected square error w.r.t. all possible y that may occur.
This may be expressed in closed form and corresponds to take the expectation w.r.t. all possible x
and v (being y = h(z) + v). Notice that if the LSQ estimator was really affine, i.e. if it was

%, = Elely] = / wp(ely)de = Ay +b

for all y, then our procedure would determine the correct A* and b*. In fact, in that case, the optimal
A, and b
y y

[Ay, by] = arg HAligl JLsqy = arg I%lglE[(.%’ — Ay —b)(x — Ay — b)|y] = [A*,b¥]

would be always the same for all y. Now, if we are given a parameterized function g,(r), such that
arg min, g, (r) = 7 is the same for all y, clearly also arg min, [ g,(r)p(y)dy = 7 for any (non negative)
weighting function p(y). For this reason, in the case the LSQ estimator of x given y is really affine,
A* and b* can also be computed as the values of A and b minimizing

Jrsq = ElJrsqyl = / JLsQup(y)dy = / E[(z — Ay — b)'(z — Ay — b)|ylp(y)dy
~ [ [ ay=0y(a — 4y - otalypyisdy = [ [ ay=0( — Ay - Dplylop(e)dyds
— [ [ Ay -0/~ 4y = 0ply — bia)pla)dyds
_ / / (2 — Ah(z) +v) — b (& — A(h(x) + v) — b)pe(v)p(x)dzdy

3
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This fact, together with the possibility of obtaining a closed form expression for the estimator, mo-
tivates the choice of selecting A and b in order to minimize the expected (square) difference between
x and & = Ay + b taking the expectation w.r.t. the random variables x and v, i.e. before knowing
the value of y. If the LSQ estimator is not affine, this choice is clearly an approximation, which
corresponds to select A and b providing the best LSQ behavior in the average w.r.t. all the y that can
be observed. So, from (1.5):

[A*,b"] = arg I%igl Jrsg = arg Iﬂigl tr{E[(x — Ay — b)(z — Ay — b)'|}

= arg min tr{—E[zy'|A" — E[z]b' — AE[yz'| + AE[yy'|A" + AE[y]b' — bE[z]' + bE[y]' A" + bb'}

where all the expectations are taken, as mentioned, w.r.t. z and v. By introducing the notation
my = E[z], m, = E[y] = E[h(z) + v] and observing that Efyy'] = X%, + m,m;, (since ¥, = E[(y —

my)(y —my)'] = Elyy'] — mymy), and similarly Ezy'] = £y + mym;, we have:

A* b = inJrso =
[A*,07] argmin Jo.sq

= arg rzligl tr{—(Say+memy) A’ —mgb' — A(Sye+mymi)+ A(Sy+mymy ) A'+ Am,, b —bmi, +bm;, A'+-bb'}

)

The covariance matrices ¥, and ¥, do not depend on the estimator but are intrinsic to the process.
In fact ¥, = E[(y — E[h(2)])(y — E[h(x)])'] only depends on p(z) and on the noise v (the same holds
for ¥y).

Taking the derivatives w.r.t. A and b we get?:

0Jrsg

m = —2mj, + 2m, A" + 2V (1.6)
aJ

aLjQ = —2(Bye + mymy) + 2(3y, 4+ mymy ) A" 4 2m, b’ (1.7)

Putting them at 0 we get:
—m), + m;A’ +b =0
—(Zya +mymy) + (Zy + mym;)A’ +myb =

From equation (1.6):
V' =mj, —my A’
which, substituted in (1.7), gives:

—(Bya +mymy) + (By + mymy) A+ my(mj, —myA') = =Sy, + 5y A" =0

ie.
-1
A = Y, Dy
which finally gives:
-1
A = Y%y
b* = my — A'm,

3The way to compute the derivative of the trace of a matrix with respect to vectors and matrices is not straightforward:
try first with a scalar case to get familiarity with the given equations. For the multi-dimensional case, we proceed as
follows. First, we use as derivative of a scalar function ¢ w.r.t. a vector the usual gradient of ¢, while, in a similar
way, the derivative of ¢ w.r.t. a matrix A is a matrix which element (4, j) is the derivative of ¢ w.r.t. Aj;. Using this
definition it is possible to see that the derivative of tr{AB} w.r.t. B is A. In fact, assume A is n x g and B is g X n, as it
occurs in our derivations. Then ¢ = trace{AB} = > 7" | >79_, Ai; Bj; with %d; = Aj;. So, defining the derivative w.r.t.
a matrix as mentioned above, we get the assessed property g—B = A. Finally, if a is a vector and we consider ¢ = tr{aa’}
we have: ¢ = > | a? with the gradient of ¢ given in fact by % = 2a’. Similarly, if ¢ = tr(ab’), g—ﬁ =b.
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with the optimal affine LSQ estimator given by:
t=Ay+b"=A"y+my— A'my=my + A% (y —my) =my + ExyEgjl(y —my)
The covariance is given by:
P =Bz - &)(z - 2)] = Bl(z — mqa — oy 3y (y = my)) (2 — ma — Doy By (y — my))']
= Bl(x — ma)(@ —my)] — El(@ — mo)(y — m,)1Zy Sy — Ly Ty Blly — my) (@ — my)]
50,5y Elly — my)(y — my) 12y Sy = Po— 54,5, 'S,

So, coming back to the notation of the filter and observing that m, = E[f(zr_1,ux—1,wx—1)] = &
(i.e. the expected value of xj, before taking the measurement yy), and my = E[yx] = E[h(zg) + vi] =
E[h(xy)] (being Efvg] = 0) and P, = P, we have:

B = &), + Tay xS, (yk — Elh(z1)]) (1.8)

and
Py =P, — zzy,kz;izym (1.9)
where 3y . = E(yx — Elyx])(yx — Elye])’] and X}, = Sy = El(z — Elze])(yx — Elyx])'], and all

the expectations are taken w.r.t. the random variables x|y* =1, u*~1 (

integrating the last measurement y;) and the noise vy.

i.e. using the pdf of x; before

1.2 Implementation through linearization: the Extended Kalman
Filter (EKF)

If the dynamic function f and the measurement function h are linear, the equations (1.1)-(1.4) of
the optimal affine LSQ estimator result in the equations of the KF. Remember however that in the
linear case, if the noise is also Gaussian, the KF is optimal in the LSQ sense not only among linear
estimators but among all estimators (and is actually the ezact solution to the filtering problem, as
mentioned previously).

In the non linear case, a first possibility to provide an approximate implementation of the equations
(1.1)-(1.4) of the optimal affine LSQ estimator is based on a linearization of f and h around the
estimates. This is the EKF.

1.2.1 Prediction step of the EKF

We report here for convenience the equations (1.1)-(1.2) of the prediction step of the optimal affine
LSQ estimator:

. = E[f(zp—1,up—1,wr_1) (1.10)
Py = El(xk— 2, )@k —3)] (1.11)

and introduce the linearization of f. So we can write

f@p—1,up—1,wp—1) = f(Tp—1,ux—1,0) + == (Tp—1 — Tp—1)
(Zrx—1,uk—1,0)

4 97 Wiy (1.12)

(Br—1,uk-1,0)
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having neglected higher order terms. Substituting this linear approximation in (1.10) gives:

. 0 .
Elf(xg—1,uk—1,wk—1)] = f(Zr—1,u—1,0) + a—f Elxp_1 — Tp_1]
T (2g_1,up_1,0)
0 .
+ Bluwia] % f(x1,u41,0)

(Zr—1,uk-1,0)

being #;_1 ~ E[z_1] in the limit of the linear approximation adopted* and E[wy_1] = 0. So we take:
2, = f(@r—1,ux—1,0).
Then, substituting this linear approximation in (1.11) gives:
El(zy, — &) )(zk — )]
= B [[f (@p—1, up—1, wp—1) — f(@p—1, up—1, 0)][f (Tp—1, k-1, wg—1) — f(Zr—1, up—1,0)]']

Substituting the expression of the linearized f given in (1.12), simplifying and adopting the positions:

of
T Oz (#r—1,uk—1,0)
Fw k—1 — ﬁ )
’ Ow (Z—1,uk-1,0)

we obtain:
El(xy, — &)z, — 2,)']

~ E [(Fyp—1(zh—1 — Zx-1) + Fup—1wp—1) (Fop—1(xh—1 — Zx—1) + Fup—1wp_1)'] ,
which, exploiting the independence of wy_; from previous noises and the noise on xg, becomes:
El(xy — & ) (xr — )| = Fop 1 Bl(wp—1 — Zh-1) (@1 — Z6-1)'1Fp g1 + Fur 1 Elwg 1wy ] Fy, 5
R~ z,k—lPk—1Fgﬁ,k_1 + Fup—1Qr-1F 1.
So also in this case we take the approximate expression
Py =Fpp1Pe1Fy g+ Fur1Qr1F,
To conclude, the prediction step of the EKF is given by:

i‘lz = f(.i'kfl,ukfl,()) (1.13)
Py = Fpp1Pe1Fp 4 Fur1Qe1F, 5 (1.14)

Notice how these expressions look very similar to the ones in the prediction step of the KF, if the
matrices A and B,, = I are replaced by the Jacobians of f.

4Actually, already at the first step, even if o is exactly taken as the expected value E[xo], the position & =
f(&£o,uo0,0) = f(E[zo], uo,0) is different from the true expected value E[f(zo, uo,wo)] being coincident only if we neglect
higher order terms in the Taylor expansion of f(xo,uo,wo). Another source of error is the fact we are considering only
an affine LSQ estimator rather than a true LSQ estimator.
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1.2.2 Correction step of the EKF

We report here for convenience the equations (1.3)-(1.4) of the correction step of the optimal affine
LSQ estimator:

Br = B + SeyaS, i (yr — Elh(zy)]) (1.15)
P, = P, - zx%kz;}cz%k (1.16)
Now we introduce the linearization of h:
o oh -
h(zy) ~ h(z,) + p (x) — 2) (1.17)
T |4
Using this expression, and introducing the position
oh
Hz,k = % B
"

we get
Elyk| = E[h(zy)] = h(Z)

being &, ~ Elxy] (see e.g. (1.10) where f(xy_1,up—1,wi—1) is actually zy).
Then we have:

Syk = El(yx — Ely]) (yx — Elyr])'] = E[(h(z1) + v — Elyr])(h(zx) + vk — Elye])]

which, exploiting the linearization of A in (1.17) and the independence of vy from previous noises and
from wy, becomes:

Sy ~ E[(Hek(zr — @) + o) (Hep(ze — 2p) +v)'] & HopEl(xx — &) (2 — 3) [ Hy i
+E[vgvy] =~ H{L‘kpk_H:;:k‘ + Ry,
Similarly,
Sy, = El(zr — Elzk])(yk — Ely])'] = El(wr — &) (He (2 — 35) + vi)]
= Bl(xy — &) ) (v — &) |Hy p = Py Hy
Substituting all these expressions in (1.15)-(1.16) gives:
B = & + Py Hy p(Ho Py Hy o+ Ri) ™ (g — h(2y))
Py = P, — P, H,(Hy Py H, ;. + Ry) "Hy Py
Introducing the Kalman Gain K = P H Q’C w(He P H. 4+ Ri)~! we have for the covariance matrix:
Py =P, — KyH, 1 P, = (I — KyHy 1) Py

In conclusion the correction step of the EKF is given by:

T = &y + Ki(ye — MEy)) (1.18)
P, = (I_KkHz,k)P/; (1.19)
Ky = Py H, (HypPy Hy .+ Ry)™! (1.20)

Notice again how these expressions look very similar to the ones in the correction step of the KF, if
the matrix C' is replaced by the Jacobian of h.
The following algorithm summarizes all the steps of the EKF.
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Algorithm 1 Extended Kalman Filter (EKF)
Assume xq is a random vector with mean mgy and covariance matrix Py and initialize the filter by
To = mg. At each time k > 1 we have the following recursive equations:

Prediction : &, = f(&r_1,ux—1,0)
Py = FupPeaFl g+ Fur1Qr1F,

Correction : &, = &, + Kp(yx — h(Z}))
P = (I-KiH, )Py
Ki = PoHL(H,uP ey R

where
Frr= % ) Fop-1= % X Ha g = % L
(&g—1,up—1,0) (Zr—1,u8-1,0) Ty

1.3 Implementation through Unscented Transformation: the Un-
scented Kalman Filter (UKF)

Another way to provide an approximate implementation of the optimal affine LSQ estimator (1.1)-
(1.4) is based on the Unscented Transformation (UT), a trick to propagate mean and covariance of
random variables (or vectors) through non linear transformations.

1.3.1 The Unscented Transformation

Given a random vector z with mean m, and covariance matrix P,, consider the random vector
y = f(x). We know that if f is linear (i.e. y = Ax), the expected value m, = Ely] = E[f(z)] of y
and its covariance matrix P, = E[(y —m,)(y —m;)] are simply given by m, = Am, and P, = AP, A".
In addition, if x is a Gaussian random vector, also y remains a Gaussian random vector. If f is non
linear, it is not straightforward in general to compute m, and P,, since y has a generic pdf p(y) even
if x is Gaussian. To determine an approximation of m, and of the covariance matrix P, (actually, as
mentioned, this corresponds to find a Gaussian pdf p(y) fitting the true pdf p(y) of y) it is possible to
proceed as illustrated in the EKF section, by taking m, ~ f(m;) and P, ~ FP,F’, where F' = df /dx
is the Jacobian of f w.r.t. x (this corresponds to linearize the non linear f around my).

A smarter approach is based on the Unscented Transformation, consisting of the following proce-
dure.

Algorithm 2 The Unscented Transformation (UT)

e Let x be an n dimensional random vector with mean m, and covariance matrix P,.. Based on my
and P, compute a set of 2n + 1 Sigma points &; and corresponding weights W; (see Algorithm
3 below), such that

2n+1 2n+1 2n+1

Y wi=1 > Wik =m, Y Wil&i = ma)(& —ma)' = Po. (1.21)
1=1 =1

i=1
e Determine the transformation Y; = f(&) of each Sigma Point &, i =1,2,...,2n+ 1.

e The approzimate mean and covariance of y = f(x) are then computed by:

2n+1
My Y W
=1
2n+1
P, = ZWz(yz iy ) (Vi — 11y)’
i=1
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This usually provides a much better approximation of the mean and of the covariance of y = f(z)
w.r.t. the approximation based on Jacobians®. The selection of the Sigma Points (the first step in
Algorithm 2) can be performed by considering a symmetric set of values, as in the following algorithm.

Algorithm 3 Sigma Points generation: [W, =] = {W;, & }iz1,. on+1 = SigmaPoints(my, Py)
Let ¢ be an n dimensional random vector with mean my and covariance matriz P,. Let K € R be
an arbitrary quantity such that I +n > 0. Then set:

K
Sont1 = My VVQnHZ—n_HC
1
- v/ L = =1
S=my+Vn+KL; W; 3n +K) i N )
1
i+n = Mg — L; i+n — =1, )
&t my —vVn+ K L; Wit 2+ K) 7 n

where L; = (P;/Q)i is the i-th row of the square root of the matriz Py, in the sense that L'L = P, (in
MATLAB, L = chol(P,) is the Choleski decomposition of P, and is an efficient procedure to compute
L such that L'L = P,).

It is easy to verify that the set of vectors and weights derived in Algorithm 3 meets all the conditions
in (1.21). The quantity K is a degree of freedom which can be used to improve the quality of the
approximation: in our applications to mobile robot localization where n = 3 we have always selected
K=0.

1.3.2 The Unscented Kalman Filter

Using the UT, it is quite straightforward to implement the optimal affine LSQ estimator (1.1)-(1.4).
Let’s start with the prediction step and report for convenience the equations (1.1)-(1.2) of the
optimal affine LSQ estimator:

i'l; = E[f(.%'kfl,ukfl,’wkfl) (1.22)

P = El(xk— 2 ) (e — 3)] (1.23)

As in the EKF case, we have (in the limit of the approximation adopted) that &1 = E[xp_1] and,
consequently, F[(xx_1 — Elxg_1])(xx_1 — Elzg_1])] = E[(z-1 — Zr—1)(xp_1 — Tx—1)'] = Pr_1-

To compute E[f(rg_1,ux—1,wk—1)] using the UT we apply the following procedure. We define an

extended state x, ;1 comprising the previous state x;_; and the noise wy_1, with dimension n,. In

view of the independence of x;,_1 and wy_; this extended state x, ;1 is a random vector with a mean
Z4k—1 and a block diagonal covariance matrix P, ;1 given by:

. Tr— P 0
xa,k1=[ kol] Pa,klz[ %1 le]

According to z, = [2/,w']’, define also the following function:

fa(za,u) = f(z,u,w)

The approximate determination of Z, = E[f(xr—1,ur—1,wk—1)] = E[fa(Zar—1,ur—1)] can then been
performed using the UT:

5Tt is possible to show that the unscented transformation calculates the mean and the covariance correctly to the
second order while the linearized approach only considers a first order approximation
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e Compute the set of 2n,+1 Sigma Points applying the procedure in Algorithm 3 with m, = &4 11
and P, = Py j_1:
(W, ZEk_1] = sigmaPoints(Tq k-1, Pak—1);

e For each Sigma Point &1, j = 1,...,2n, + 1, apply the dynamics:
&k = Jal&Gp—1, up—1]

e Get the a priori estimate and its covariance matrix:
2nq+1
B,o= ) Wik,
j=1
2nq+1
— _ ) Y R !
P, = Z W&k xk)(fj,k ;)
Jj=1

As for the correction step, we have to implement (1.3)-(1.4) reported here for convenience:

B o= B + SeyaS, i (yk — Blh(zx)]) (1.24)
P, = Pg—zwy,kz;;zym,k (1.25)
This requires the (approximate) determination of Elh(xy)], ¥y and Xgy 5. Now, x4, based on the
prediction step, is characterized (approximately) by a mean #, and a covariance matrix P, : the

vectors 5j_k; are actually the Sigma Points of this distribution, with weights W;. So, according to the
UT, if we introduce the notation

Vik = h(fj_,k)
2nq+1

v = > Wik,
j=1

we have the following approximate expressions:

Elh(zy)] ~ yg
2nq+1
Elye —y) e — v~ > Wik — v Vik — ) + Ru
j=1

Ey,k

Q

2nq+1
Segk ~ > Wil& — 20 Vik — v,
j=1

The reason for the presence of Ry, in the expression of X, j, is the fact that y, = h(xy) 4+ vi. So, taking
into account that E[h(zy)] =y, we have:

Syk ~ El(yr — v, )k — vy, )] = E[(h(xr) + v, — E[h(z)]) (h(z) + v — E[h(x)])]

~ El(h(wx) — Elh(zi)]) (Wwr) — Blh(zi)])'] + Elvgvy]
N——

ST W (V= ) Vi =y )’ Ry

The quantities just determined must be substituted in (1.24)-(1.25) to get the correction step of the
UKF. The complete UKF is sketched in the following algorithm.

10
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Algorithm 4 The Unscented Kalman Filter (UKF)

Assume xg is a random vector with mean mg and covariance matriz Py and initialize the filter
by To = mg. At each time k > 1 we have the following recursive equations:

e Define the ng dimensional vector and the ng X ng, matrizc:

. Th— b 0
Lo k—1 = |: ko ! :| Pa,k—l = |: ko ! Qk—l :|

e Compute the set of 2n, + 1 Sigma Points (see Algorithm 3):
(W, Ek_1] = sigmaPoints(Zqk—1, Pak—1);
e For each Sigma Point {1, j =1,...,2n, + 1, apply the dynamics:
&k = Jal&p—1, ub—1]

where fo(wa,u) = f(z,u,w).

(PREDICTION) Get the a priori estimate and its covariance matriz:
2nq+1
Boo= 2 WG
j=1

2nq+1

Pro= > Wil —ap )&y — i)
j=1

e For each transformed Sigma Point §;k7 7=1,....2n, + 1, compute the measurement vector:
yj,k = h(f;k)

e Then, the a priori expected measurement vector is:

2nq+1

vp = > Wi
j=1

e Compute the covariance matrices:

2nq+1
Py o= Y Wik = 0) ik = 05) + Bi
j=1
2nq+1

Poy = Y Wil& — &) Wik — ;)
j=1
o Compute the Kalman gain:
Ky = Py P!
e (CORRECTION) Compute the estimate and update the covariance matriz

tp = &y + Ky (ye —05)
P, = P];—KkuK]g
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